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OK, Google – or Alexa, or Siri

• High-throughput in the inference stage
But takes quite an infrastructure 
to get there)

• Results’ ordering
• Not bad but literal

• Training, training, training
• Bias?

• My personal search history
• Somebody paid for it?
• Search Engine Optimization (ESO)
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For a Company … :
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What is machine learning?
Have a machine learn the model from the data
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What is Deep Learning (DL) ?
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ARTIFICIAL 
INTELLIGENCE

Sense Comprehend Predict Act and Adapt

ANALYTICS MACHINE LEARNING
Search datasets for insights Learn patterns from the past to predict future

Descriptive What happened? Unsupervised
Group, cluster and 

organize content with 
domain-specific 

heuristic models.

Supervised
Train mathematical predictive 

models with labelled data
Diagnostic Why did it happen?

DEEP LEARNING

Predictive What will happen? Train and use neural networks as a predictive model

Prescriptive How to make it happen? Vision Speech Language

Design of intelligent systems that 
augment human productivity

Copyright 2017 Cray Inc.
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It’s a Zoo out there

Algorithms – of the non-linear 
type, for highly dimensional data
• New algorithms
• Old algorithms revisited
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Deep Learning := Highly Evolved Type of Machine Learning

Adjustable weights
Weights are not learned

Learnable weights and 
threshold

XOR Problem Solution to nonlinearly separable 
problems
Big computation, local 
optima/overfitting

Limitations of learning 
prior
Kernel function: Human 
intervention

Hierarchical feature learning

Electronic brain Perceptron ADALINE XOR Backpropagation Deep LearningSVM
AI WinterGolden Age

"Large 
Enough" 
Data to 

Train

Compute 
Power

Advanced 
Algorithms 

and Software 
Frameworks

Data Science 
Expertise

Deep 
Learning 

Now

Image Source: Andrew L. Beam. (2017, February 13). Deep Learning 101 – Part 1:History and Background[Blog post]. Retrieved from 
https://beamandrew.github.io/deeplearning/2017/02/23/deep_learning_101_part1.html
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HPC Professionals’ Environment

Who uses supercomputers upstream?

● The Wizards
● First principles, direct physics
● Modeling and simulation

● The Statisticians
● Model builders & - refinement
● Uncertainty quantification

● The Forecasters
● Ad hoc analysis
● Trends and predictions

Simulation

Optimization

Analysis

Competitive advantage
~ Integration level

Statistical analysis
(trends, features)

Predictive Modeling
(forward/backward/iterative)

Optimization
(cost criteria   best outcome )

Stochastic Optimization
(including variability)

Complexity



Challenges

 “AI systems still demand considered design, knowledge engineering 
and model building”, Forrester AI TechRadar Q1 2017

 A lot to learn for practitioners and end-users:
 Large, complex workflows
 Different ML Toolkits + Data Movement + Network
 Defining the value returned to the business

 Real data sets and large scale workloads are challenging libraries, 
implementations and HW:
 Fake Data / Small Data have negative influence on performance 

optimization targets

 Machine Learning is changing how people think about HPC:
 Data Movement, Workload Resiliency, etc. 
 Performance Optimizations

Best 
Practices

ML@Scale



C O M P U T E      |     S T O R E      |     A N A L Y Z E

0 The Right Problem, the Right Metric



α
Algorithm Selection

Focus on the Data/Example
● Scientific Images (Radar Data, other)
 Convolutions/Spatial

● At different heights
 Tensor

● Regularly refreshed
Time Series/Temporal

Algorithm: ConvLSTM

Almost all DL Nets (and model DBs) are part of 
almost all available packages, e.g. DIGITS, …
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Configuration

Monitoring

Serving
Infrastructure

Data 
Collection

Feature
Extraction

Data
Verification

Machine
Resource

Management

Analysis ToolsML Code

Process Management 
Tools

“Only a small fraction of real-world ML systems is composed of the 
ML code, as shown by the small black box in the middle. The 
required surrounding infrastructure is vast and complex.”

-Adapted from Hidden Technical Debt in Machine Learning Systems, 
Sculley et. al., NIPS ‘15

Copyright© 2017 Cray Inc. 
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Σ Infrastructure and Integration
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>>
Future Proofing
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Figures-of-merit State-of-practice In 2-5 years 
(projected/expected)

Training-time to best accuracy <4 days 2+ hours

Model Cost / TB (AWS GPUs) ~$25K
(ResNet training on 80 GPUs for 5 days)

~10K

Hardware Efficiency O(~25 Gflops)
Network Depth: Flops::20x: 16x 
(based on AlexNet-2012 and ResNet-
2015)

O(Teraflops)

Statistical Efficiency O(~25 Gflops)
Depth: Accuracy:: 20x:13+
(based on AlexNet-2012 and ResNet-
2015)

O(Teraflops)

Need for compute as data grows O(~465 Gflops)
Data: Flops: Accuracy:: 2x: 5x: 3+
(based on DeepSpeech1 and 
DeepSpeech2)

O(Petaflops)

Model creativity Trial and error 
(e.g. Resnet, Inception, etc.)

Reconfigurable, Self-tuning
(e.g. Ensemble, Model-of-models, 
etc.)

Training Cadence ~ Monthly ~ Daily

# of models per organization 1x 10-100x 

But …



The punchline: Deep Learning is a High 
Performance Computing problem

● Delivers benefits similar to HPC in 
other disciplines
● The value is in the decisions that are 

enabled

● Characterized by the same underlying 
factors
● Large amount of computation
● Large amount of data motion (I/O and 

network)

● The same methods work
● HPC Technology and HPC Best Practice 

apply directly to DL
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